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A.13: Development of web based Indus fault
logbook (FLogbook) software

Indus Web Server facilitates viewing of logged data of
Indus parameters, any where in RRCAT. Indus Fault Log
Book (FLogbook) was recently developed and deployed for
regular use on Indus Web Server, for electronically recording
the faults encountered in various subsystems of Indus-1 and
Indus-2 during round the clock machines operations. The
operation crew can record complete details of faults, failures
and troubleshooting information. This web based software
was designed to operate in the intranet environment over three
tier software architecture.  Java Server Pages (JSP),
JavaBeans and SQL database were mainly used for its
building blocks. . This web application provides fault
logging, auto-emailing the faults to concerned persons
depending on the faulty sub system or faulty device and also
provides a commenting facility. Full text search facility
allows the users to explore any previous fault. All these
features use the back end relational database. Access to
FLogbook is authenticated using RRACT central e-mail
server and the software can be used by user with his/her
official e-mail login and password. .
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Fig. A.13.1: FLogbook Features

Figure A.13.1 shows Essential features of FLogbook.
FLogbook provides text and image data to be inserted in the
fault report. It is equipped with a software module for instant
grabbing the control application window or control
computer's desktop for attaching it to fault report.as a image
file. This module can generate the image in various popular
image formats.
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Fault Id: 64 [Reported by ladm on 2012-07-06 08:26:00.0]
System/Device: Other of Indus-1 RF System
Fault Description: Indus] beam got killed first due to which Indus] RF fripped with high reflected power of beam This was checked by
logging data, beam killed first and RF got fripped after 20 secs,this was recorded even in slow logging of SRS but may not be recorded many
times.So whenever high beam current > 80 mA gets killed the chances of Indus1 RF tripp due to heavy reflection of beam power from RF
cavity are there. Persons TQLC Shift crew

Action Taken: Indus] RF System is OK but Indus] beam s getting killed Was reset by shift crew and put on again
Comments:

Fault Id: 65 [Reported by dheerajsharma on 2012-07-10 1530:00.0]
System/Device: Other of Indus-2 RF System
Fault Description: RF Station 1 fripped at 15:30 hrs. with FC/RC fault latched on interlock unit

Action Taken: Station 1 was checked thoroughly, and problem in/feedback control loop was observed and rectified. Station was tested for
full power operation and handed over for machine operation at 19-20 hrs.
Com

faut time as "4:00 pm", while logging the fault it was by mistake written as 3:30 pm) - by dheerajsharma
37:31.0 F-|

Fig. A.13.2: Result Page of Information Search Query

Information obtained from FLogbook database after firing
the query with user's selected search arguments is displayed in
Figure A.13.2. Fig. A.13.3shows the automatically generated
email

From: flogbook E

Subject: Controls Hardware: Indus-1 MPS System
ate:  Mon, August 13, 2012 10:32 pm

To: govin, govin,

govin kiti@rcat gov.in,sheth@rcat gov.in ragrawal@ncal. gov in Jgp@mcat g

FL b 0 Ok Raja Ramanna Centre for Advanced Technology
og Accelerator Control Section

Fault Time:

2012-08-1318:30

System Name:

Indus-1 MPS System

Device Name:
Controls Hardware

Fault Description.
Asround 1830hrs it was alarmed for tripping of TL2 PS11.0n diagnosting it was found that GUI of MPS system hung, After reset and rerunning GL
MPS -1 bean got killed, it was observed that after reseting the GUI values of SRS DP power supply were at abnomal(7704 SET) (439A R/B). A
GUI reseted and rerun bt during cycling was not responding

Action Taken:
Shri Janardhan was contected as per his suggestion several command were tried on GUI but could not resoved the problem. Finally as per his
suggestion memory chip was pressed on AUTOWRITE card Finally problem solved

Logged by:
tgp e

BB For cunent status of the fault please contact to 21914 or logon to htp/srs.cat smet inflogbook
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Fig. A.13.3: Email sent by FLogbook

Reported by:
B. S. K. Srivastava (bsks@rrcat.gov.in) and P. Fatnani




